Network spread of invasive species and infectious diseases
Christopher Strickland a,∗, Gerhard Dangelmayr a, Patrick D. Shipman a, Sunil Kumar b, Thomas J. Stohlgren b

a Department of Mathematics, Colorado State University, Fort Collins, CO 80523-1874, United States
b Natural Resource Ecology Laboratory, Colorado State University, Fort Collins, CO 80523-1499, United States

A R T I C L E   I N F O

Article history:
Received 10 December 2014
Received in revised form 15 April 2015
Accepted 17 April 2015

MSC
92D25
60G99
92D40
92D30

Keywords:
Invasive species
Bromus tectorum
Infectious diseases
MaxEnt
Niche modeling
Species distribution modeling

A B S T R A C T

Landscape heterogeneity, non-local spreading mechanisms, and long-distance transportation connections can affect the spread of an invasive species or infectious disease. In this paper, we introduce a mathematical model that combines a vector-based transportation network with models for continuous invasive spread. Given a strongly connected, directed graph of transportation rates, we assume that carriers can transport a biological invader to distant sites. Following a possible latent stage, the invader then possibly establishes in the new location and spreads outwards in the continuous domain. Numerical results are shown for the invasion of Bromus tectorum in Rocky Mountain National Park based on the presence probability model of Strickland et al. (2013) and compare favorably with data. Analysis of the network component of the model reveals a unique, stable steady-state solution of the infected vectors.
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1. Introduction

The invasion of non-native plants, animals and pathogens has escalated dramatically over the last few decades with the increase of trade, transportation and other elements of globalization (Mack et al., 2000; Evangelista and Kumar, 2011; Stohlgren et al., 2013). Invasive species pose threats to global ecosystems, and they are a major environmental threat of the 21st Century (Mack et al., 2000; Stohlgren and Schnase, 2006). Impacts include loss of native species and habitat, economic suppression, reduced food and water security, and direct threats to human health. For example, the impact of emerald ash borer (Agrilus planipennis) on community residents in Ohio is estimated to be between 1.8 and 7.6 billion for tree loss, removal and replacement (Sydor et al., 2007); the real estate value of Montana’s ranches has been reduced by 40% due to invasive spotted knapweed (Centaraea maculosa; Shley et al. (1998)); the glassy winged sharpshooter (Homalodisca vitripennis), an invasive insect which carries a deadly plant bacterium to California grape, raisin, and wine industries and related tourism is estimated to have an annual cost of approximately $35 billion (United States Department of Agriculture (USDA), 2010). Overall economic costs associated with invasive species in the United States are estimated to exceed $120 billion per year in terms of control costs, lost productivity, reduced water salvage, and reductions in rangeland quality and property values (Pimentel et al., 2000, 2005). The global economic costs of invasive species are estimated at $1.4 trillion annually, representing five percent of the global economy (Keller et al., 2007; Yemshanov et al., 2009). The economic costs of delaying active control and management efforts would be much greater and probably immeasurable (Eiswerth et al., 2008).

Since control costs rise exponentially with population size, early detection and ecological forecasting of invasive species are urgently needed for rapid response and remain a high priority for resource managers (Crowl et al., 2008). Ecological forecasting requires innovative and flexible mathematical models to map and predict harmful invasive plants, animals, and diseases in time and space (Stohlgren and Schnase, 2006). Consider the difficulty of
mapping an invasive species in a non-random environment varying in slope, aspect, elevation, vegetation type, and soil type. Now consider varying rates of spread dependent on optimal versus sub-optimal conditions for reproduction and spread. How rapidly, and how far might the species spread in the short- or long-term? What might be the effects of nonlocal spread through a transportation network?

Ecological niche models (also called species distribution models, environmental matching models, and habitat suitability models) are increasingly being used to model and map invasive species distribution potential. Combining statistical algorithms with geographic information systems (GIS), ecological niche models attempt to predict probability of occurrence of a species by using presence-only or presence-absence data in combination with environmental variables to predict the species potential or actual distribution across a landscape (Franklin, 2009; Peterson et al., 2011). These models are based on Hutchinson’s classical niche concept: the distributions of species are constrained by biotic interactions (e.g., competition and predation) and abiotic gradients (e.g., elevation, temperature and precipitation) (Hutchinson, 1957).

The spread of species (including invasive species) has been the subject of numerous mathematical models (Higgins and Richardson, 1996, 1999; Higgins et al., 2003; Hastings et al., 2005; Gallien et al., 2010). Many of these models are based on a reaction–diffusion equation with Fickian diffusion and logistic growth (Skellam, 1951; Okubo and Levin, 2001; Maruvka and Shnerb, 2006). Models based on contact–birth processes as introduced by Mollison (1977) represent another approach, in which individuals have fixed spatial locations and the permanent location of each newly born individual is determined by a probability distribution. This approach is better suited to herbaceous invasive plant species that have permanent locations and therefore do not follow Fickian diffusion. In Strickland et al. (2013), we introduced a model, following Mollison’s approach (Mollison, 1977), for the time-evolution of the occurrence probability of an invasive plant species. Since the quantity of interest is occurrence probability, not actual population size, data from ecological niche models could be used to determine initial conditions and spatially heterogeneous parameters. Other models combining suitability data with spread are models for the spread of invasive Argentine ants (Roura-Pascual et al., 2009), and for the spread of invasive plants utilizing a cellular automaton model (Smolik et al., 2010).

Integro-differential equation models that incorporate information about dispersal distribution of plant seeds (Cain et al., 2000) can predict the propagation speed of an invasion front into a landscape (Kot et al., 1996; Strickland et al., 2013). All of these models, however, assume a continuous spatial domain and neglect the role of transportation networks in the spread of invasive species or diseases. Seed dispersal through transportation vectors such as humans (Benninger-Traux et al., 1992), birds (Carlo et al., 2013), or animals (Guiden, 2013) can significantly influence the spread of a species (Harsch et al., 2014), and long-distance jump dispersals have been documented in species such as ants as well (Suarez et al., 2001). Lookingbill et al. (2010) introduced a computational network model to study species spread through fragmented habitats. This approach is based on simulating the random walk of individuals through a landscape graph consisting of nodes representing habitat patches and connections (edges) between nodes. By observing the effect of removing edges, these authors identify bottlenecks in species dispersal. Ferrari et al. (2014) introduced a cellular automaton model for invasive species spread through a landscape graph, allowing the connections between nodes in the network to evolve over time. Simulations of this model point to prominent pathways of spread across a landscape.

In the context of epidemiology, multiple software packages exist to model long range network interactions between geographically distributed metapopulations. For example, GLEAMviz (Balcan et al., 2010) simulates infectious disease spread on a global scale, utilizing detailed airline data and information about local commuter patterns to connect separate metapopulations based on airport locations. The GLEAMviz environment allows the user to specify the exact infection model to be used, as well as transportation rules for each infected compartment (e.g., certain infected, symptomatic classes may not be allowed to travel outside their current occurrence). The Spatial and Temporal Epidemiological Modeling (STEM) (Ford et al., 2006) system is a similar software model, with a greater focus on being open source and modular in its approach. While the large spatial scale of these models makes a metapopulation approach ideal for modeling global or country-wide disease epidemics, it is not particularly adaptable to ecological invasions which are better approximated by a continuous, reaction-diffusion type paradigm on the local level.

The purpose of this paper is to develop a general dynamical systems model for the spread of invasive species or infectious diseases in a discrete (graph-based) network. We describe situations in which both transportation networks and an underlying continuous spread are at play, we then couple the graph-based model to a general model for continuous spread such as the Fisher-KPP equation or a model derived from a contact–birth process.

This paper is organized as follows: In Section 2, we introduce a graph-based population model in which individuals can become infected at nodes. The population of the graph is conserved, but every node acts like both a source and sink for individuals to leave and re-enter the graph uninfected. We then conduct analysis on this network model and show how it can be coupled to a spatially continuous infection model to obtain a more complete model of epidemic spread. In Section 3, we extend this model to the case of a herbaceous invader and show numerical results for cheatgrass (Bromus tectorum) spread in Rocky Mountain National Park. We conclude with a discussion of our results in Section 4.

2. Infectious disease epidemic model

2.1. Linear disease epidemic model

To begin modeling long-distance spread, we will first consider the general case of an epidemic with intermediary carrier vectors. These carrier vectors will not be infectious amongst themselves and remain on a transportation network with well defined nodes and directional rates of flow. At each node, carrier vectors can later interact with an underlying, spatially coupled model such as the one developed in Strickland et al. (2013). If the underlying model predicts invader presence at an assigned node location, network carrier vectors will become infected and possibly spread the epidemic to other nodes, which in turn infect the underlying model. The precise mechanics of this concept will be formalized in the following sections, including some immediately relevant analysis.

Consider an individual on a strongly connected,1 directed graph, and let $X(t)$ be a stochastic variable which gives the node this individual occupies at time $t$. We assume that $X(t)$ satisfies the Markov property and represents a continuous-time Markov chain on the nodes of the graph. Let $g_{ij} \geq 0$ be the transition rate for the $j \to i$ node edge whenever $i \neq j$, and let

$$g_{ij} = \sum_{i \neq j} g_{ij}$$

(1)

1 For every node, there exists a path through the graph to every other node. This is typical for transportation networks.
We require this value for $g_{ij}$ to assure that the rate at which individuals leave node $j$ is equal to the sum over all the rates for entering destination nodes $i$. In particular, this guarantees that the number of individuals on the graph will be conserved.

Define $p(t)$ to be the vector of probabilities of finding $X$ at each node at time $t$: $p_i(t) = \Pr[X(t) = i]$. Since the number of individuals on the graph is conserved, the matrix $G$ such that $(G)_{ij} = g_{ij}$ gives us the evolution of these probabilities on the graph via the first-order equation

$$\frac{dp}{dt} = Gp(t). \tag{2}$$

Assuming that there are $N$ individuals on the graph and their initial distribution between the nodes is given by the vector $N(0) = N_0$, we can now set up an initial value problem

$$\frac{dN}{dt} = GN, \tag{3}$$

$$N(0) = 7N_0,$$

for the expected distribution $N$ of the individuals over the graph's nodes at time $t$.

The above graph model does not explicitly contain any sources or sinks, but in a localized, real-world transportation network, individuals leave and enter the network from each of the nodes. To incorporate this additional dynamical effect, we will suppose that the number of individuals leaving the graph is balanced by the total number of individuals entering. More specifically, suppose that individuals leave the graph node $i$ with rate $\mu_i$, such that $g_{ii} \geq \mu_i > 0$, and define a vector of these rates, $\mu$. Assuming that the total population on the graph is conserved, individuals also enter the graph at a rate given by $\sum \mu_i$, but spread out over the graph via a vector $v$, with $\sum v_i = 1$. Then we can define a new matrix of transition rates $H$ by the relations

$$h_{ij} = g_{ij} + (v\mu^T)_{ij}, \quad for \ i \neq j,$$

$$h_{ij} = g_{ij} - \mu_j + (v\mu^T)_{ij}, \tag{4}$$

where $v\mu^T$ denotes the outer product, noting that

$$h_{ii} = -\sum_{i \neq j} h_{ij}$$

because $\sum v_i = 1$.

This definition of $H$ is equivalent to the more shorthand relation $H = G - \text{diag}(\mu) + v\mu^T$. Since the columns of both $G$ and $H$ sum to zero, we are guaranteed that these matrices are singular. While we could simply redefine the entries of $G$ to include the case of $H$, the distinction between these two matrices will prove useful shortly, as we define two distinct subgroups within the graph population $N$.

2.2. Susceptible/infected vector model on a graph

Suppose now that all individuals on the graph have the potential to be carriers for some vector-borne disease or invader. We assume that these individuals are unable to contract the disease themselves, at least not in any significant way, or transmit it between members of their own population. Instead, they acquire the disease at certain nodes with a given rate which is variable in time. Define $\beta_i \geq 0$ to be the rate of infection at node $i$, and $\beta(t)$ to be the vector of all such rates at time $t$. We will assume that once an individual has the disease, it remains a carrier for all time but may leave the graph as described in the previous section. New members that join the graph are always disease free, but can later become carriers by the same process.

Let $s$ represent the expected number of susceptible but non-infected individuals at each node, and $c$ the expected number of infected (carrier) individuals at each node. Using the matrix $G$ and $H$ of transition rates defined in the previous section, we can model the movement of these populations on the graph by the equations

$$\frac{ds}{dt} = (H - \text{diag}(\beta))s + (\mu \cdot c)v,$$

$$\frac{dc}{dt} = \text{diag}(\beta)c + (G - \text{diag}(\mu))c,$$

and $s(0) = s_0$, $c(0) = c_0$.

where $H = G - \text{diag}(\mu) + v\mu^T$, and $\text{diag}(\mu)$ denotes the diagonal matrix formed from vector $\mu$. With $\beta(t)$ specified, these equations are linear in $s$ and $c$ and provide a simple model for disease vectors on a graph which can be subsequently coupled to an underlying epidemic or ecological invasion model, as shown in Sections 2.3 and 3.2.

Before continuing, however, there are a few key observations to be made about the model given in Eq. (5) that will give us significant insight into the behavior of our system. First, we rewrite Eq. (5) in vector form

$$\frac{d}{dt} \begin{pmatrix} s \\ c \end{pmatrix} = A(t) \begin{pmatrix} s \\ c \end{pmatrix}, \tag{6}$$

with $v\mu^T$ once again denoting the outer product. Since the elements of $v$ sum to 1, $A_0$ is a transition matrix of exactly the same general form as $G$ or $H$, with $a_{ij} \geq 0$ for all $i \neq j$ and

$$a_{ij} = -\sum_{i \neq j} a_{ij},$$

In fact, we can think of the system as modeling two identical graphs, one for $s$ and one for $c$, with specific links between them. Every node of the $s$ graph is directly reachable from any node of the $c$ graph through the weighted edges given by $v\mu^T$, while nodes of the $c$ graph are only directly connected to corresponding nodes of the $s$ graph when $\beta_i > 0$. Assuming that at least one $\beta_i > 0$ and the graph of $s$ (and thus also $c$) is strongly connected, then the combined graph will also be strongly connected. This observation implies that once a single node is infected, every node becomes susceptible to infection. It also allows us to prove a key theorem (Theorem 1 in Appendix A) about the dynamics of system (6). In Appendix A, we prove that, if the matrix $A$ defined as in Eq. (7) is formed from a strongly connected graph, and $\beta$ be constant in time, then the asymptotic behavior of any trajectory for the system (6) with initial condition $(s_0, c_0)$ is that it approaches a stable equilibrium $(s^*, c^*)$ such that $\sum s^* + \sum c^* = \sum s_0 + \sum c_0$.

This theorem will prove useful in the following sections to analyze a variety of combined models. We now introduce the first of these combined models and discuss some of its applications and assumptions.

2.3. Coupling the graph with a spatial infection model

To combine our graph vector model with an underlying model of epidemic spread, let $Y(x, t)$ represent the infected target population
(non-graph) over a location space $\Omega$ at time $t$. We will assume that $Y(x, t)$ evolves in time either by a deterministic process
\[
\frac{\partial Y}{\partial t} = F_1(Y, x)
\]
or by a stochastic transition probability
\[
\lim_{dt \to 0} \left[ \frac{1}{dt} \Pr[Y(x) \to Y(x) + 1 \text{ in } (t + dt)] \right] = F_2(Y, x)
\]
in absence of the graph and its carrier vectors. To couple the graph to this model, define a vector-valued function $\mathbf{w}(x)$ where the component $w_i(x)$ of $\mathbf{w}(x)$ is centered at the location $x_i \in \Omega$ corresponding to the location of the node $i$. This allows graph vectors to grow the infected population near assigned locations of the graph nodes, specifically by distributing the infection rate through the distribution $\mathbf{w}(x)$.

We now let
\[
\frac{\partial Y}{\partial t} = F(Y, x, r\mathbf{w}(x) \cdot \mathbf{c}),
\]
where $r$ is the infection rate of a graph disease vector. For example, we may take
\[
F(Y, \mathbf{c}, x) = F_1(Y, x) + r\mathbf{w}(x) \cdot \mathbf{c}.
\]
Finally, given $F$, we explicitly define $\mathbf{b}(t)$ on the graph using the number of infected individuals $Y$ located around each node. Let $\gamma$ be the rate that an individual from $Y$ infects a disease vector on the graph when contact is made. Then
\[
\beta_i(Y) = \gamma \int Y(x)w_i(x)dx,
\]
\[
\mathbf{B}(Y) = \left[ \beta(Y) \right]_{i=1}^\Omega.
\]

Assuming (without loss of generality) that the underlying infection model is deterministic, our complete, coupled model can now be written as
\[
\frac{ds}{dt} = \left( H - \text{diag}(\mathbf{b}(Y)) \right)s + (w\mu^T)\mathbf{c},
\]
\[
\frac{dc}{dt} = \text{diag}(\mathbf{b}(Y))s + (G - \text{diag}(\mu))\mathbf{c},
\]
\[
\frac{\partial Y}{\partial t} = F(Y, x, r\mathbf{w}(x) \cdot \mathbf{c}),
\]
(10)
\[
\beta_i(Y) = \gamma \int Y(x, t)w_i(x)dx,
\]
\[
s(0) = s_0, \quad \mathbf{c}(0) = \mathbf{c}_0, \quad Y(x, 0) = Y_0(x).
\]

3. Invasive species model: multiple time-scales

3.1. Underlying assumptions

The model represented in Eq. (10) relies on some underlying assumptions that make it best suited for modeling the spread of an infectious disease rather than an herbaceous, biological invader. These include the following:

1. Only one timescale is involved – the infection grows at a rate comparable to movement on the graph.
2. There is no significant latency between contact with an infected graph vector and full infection of a $Y$ individual.
3. Graph coupling not only provides for non-local spread of the disease via graph edges, but also facilitates local infection. Infected individuals $Y$ can infect susceptible vectors $s \to c$ at a node, and the newly infected vectors $c$ may add to the infection rate at their node of origin before moving on.

While assumption 3 may be appropriate for an herbaceous invader, the first two assumptions certainly are not. Plants do not germinate, grow, and release new seeds (a year-long process) in the same amount of time as an individual would typically visit a park (a day-long process). Similarly, since infection of a location corresponds to the presence of a seed bearing invasive plant in this context, there is a certain amount of latency between the time seeds are distributed by graph vectors and the resulting infection of a location. To account for this change of context, our model needs to be modified.

3.2. Modifying the model for an herbaceous invader

To address assumptions 1 and 2, we begin by requiring that $F(Y, x)$ be scaled appropriately by some value $\epsilon$, $0 < \epsilon \ll 1$. This scaling represents the idea that our model encompasses two timescales – one on which individuals on the graph move from node to node ($\sim t$) and another on which plants reproduce and grow ($\sim \epsilon$). Additionally, we will introduce a new variable $L(x, t)$, $x \in \Omega$, representing latent seeds which have been spread by graph vectors but have not yet established themselves in their location. The function $L(x)$ increases from the graph as $Y(x)$ previously did, with members leaving $L(x)$ to $Y(x)$ at a rate of order $\epsilon$. The resulting system can be represented by the equations
\[
\frac{ds}{dt} = \left( H - \text{diag}(\mathbf{b}(Y)) \right)s + (w\mu^T)\mathbf{c},
\]
\[
\frac{dc}{dt} = \text{diag}(\mathbf{b}(Y))s + (G - \text{diag}(\mu))\mathbf{c},
\]
\[
\frac{\partial Y}{\partial t} = F(Y, x, r\mathbf{w}(x) \cdot \mathbf{c}),
\]
\[
\beta_i(Y) = \gamma \int Y(x, t)w_i(x)dx,
\]
\[
s(0) = s_0, \quad \mathbf{c}(0) = \mathbf{c}_0, \quad Y(x, 0) = Y_0(x), \quad L(x, 0) = L_0(x),
\]

where $\sigma \approx \delta \sim \epsilon$, and $\delta \geq 0$ is a decay term for the latent seeds, and $h(Y, x)$ is a crowding term.

3.3. Numerical results: Rocky Mountain National Park

Using the system (11) and the deterministic presence probability model of Strickland et al. (2013), we test our model’s performance on predicting the spread of B. tectorum, also known as downy brome or cheatgrass, in Rocky Mountain National Park. B. tectorum is an introduced annual grass that has infested more than 40 million hectares in the United States (Mack 1981). Impacts include damage to rangeland, winter crops, hayfields, pastures, grass seed fields, and native shrub species due to increased fires (DiTomaso, 2000). In particular, there is an active B. tectorum invasion taking place in Rocky Mountain National Park, for which presence data exists intermittently since 1996 (Bromberg et al., 2011). Evangelista et al. (2008) examined the performance of various ecological niche models including MaxEnt (Phillips et al., 2004, 2006) for predicting potential distribution of B. tectorum in the western United States. Bromberg et al. (2011) used the MaxEnt model for predicting potential suitability for B. tectorum using latest Bromus presence data for Rocky Mountain National Park.
We first introduce the probability model of Strickland et al. (2013) with spatial heterogeneity matched to available suitability data for B. tectorum. This model reads
\[
\frac{\partial u(x, t)}{\partial t} = r \left( \frac{f(u(y)) \ast w(y)}{1 - u} \right),
\]
where the asterisk denotes the spatial convolution between the two functions. The quantity of interest is the presence probability \( u(x, t) \) of the species, the function \( w(y) \) is a dispersal kernel, and
\[
f(u) = -\alpha(K) \ln(1 - u) + \beta(K) u,
\]
where \( K \) is the carrying capacity, and the nonlinear functions \( \alpha(K) \) and \( \beta(K) \) were determined by comparing numerical simulations of (12) with pseudo-random realizations of the transition probability from which the model was derived.

Dispersal distributions of \( B. tectorum \) can vary depending on site conditions, including burn history (Monty et al., 2013). However, allowing the distribution kernel \( w(y) \) of (12) to vary spatially represents a rather difficult numerical challenge, both in terms of implementation (due to the size of the problem) and the availability of data to parameterize the spatial heterogeneity. Instead, we uniformly utilized a multivariate Laplace distribution (Eltoft et al., 2006) with parameters based on a mean of \((0, 0)\), variance of \((1, 1)\), and correlation 0 to roughly match the distribution data gathered in Monty et al. (2013) for burned sites. The multivariate Laplace distribution was specifically chosen for its heavy tails and exponential shape, with most of the probability being contained inside a circle of radius 1 from the origin. While this choice certainly represents a worse-case scenario for \( B. tectorum \) spread, our modeling efforts are centered around calculating an upper bound on presence probability, and since MaxEnt suitability modeling often includes layers with terrain cover information, we might expect this distribution to be automatically damped in forested areas due to a suitability change.

Fig. 1 displays the solution of the presence probability model (12) for 1999 based on initial data from 1996. The model growth rate was set to \( r = 5 \), and the carrying capacity was chosen to be \( K = 323 \), based on the number of square feet of cheatgrass necessary to cover 30 m² (1 square foot of cheatgrass was arbitrarily chosen as the minimal plant unit for establishing presence).

Upon inspection of Fig. 1, one can immediately see that while the model does a fairly good job of capturing local spread with these parameters, other points are completely missed, occurring in locations nowhere close to the model output. While this may be due to a lack of search in these new areas during the 1996 census, it is well documented that trail corridors function as habitat and conduits for movement of plant species in Rocky Mountain National Park (Benninger-Truax et al., 1992) and with the number of visitors (3,128,446 per year), it is highly probable that these findings extend to non-local movement along paved roads as well. \( B. tectorum \) seeds can easily attach to clothing, and visitors would find it easy to unknowingly transport propagules down trails or to distant sites using motor vehicles. Note that the additional points in Fig. 1 are conspicuously near roads or trails.

Given the deficiencies of the model (12) appear to be the result of not capturing long-distance events associated with roads and trails, we now combine this model with the system (11). The 1996–1999 model results and presence data seen in Fig. 1 were used to parameterize the growth rate of (12) while assuming a Laplace distribution for the dispersal kernel \( w(x) \).

Nodes were chosen based on remote sensing data of the park made available through Google Earth (Rocky Mountain National Park, 2013), including trail heads, trail junctions, parking lots, campgrounds, picnic areas, waterfalls, stables, and ranger stations. Since traffic rates between each of the points was unavailable, flow between graph nodes was estimated using some basic knowledge of the park’s attractions, geographical proximity of the nodes, and the function of the nodes in question (e.g., if one has just finished hiking at a trail head, they are less likely to immediately hike another trail – perhaps opting instead to eat lunch at a picnic site). Similar methods were used to estimate the vector \( v \) for graph entry rates, and vector \( \mu \) for graph exit rates.

Since presence probability was used instead of an explicit model for \( Y(x, t) \), \( \beta(Y) \) was calculated slightly different than described in Section 2.2. The exact equation used was
\[
\beta(Y) = \gamma \int_0^\infty \Pr(Y(x, t) > 0) m(x) w(x) dx,
\]
where \( m(x) \) is the suitability of location \( x \) as parameterized by the ecological niche modeling program MaxEnt (Phillips et al., 2004) and \( w(x) \), the distribution function connecting each spatial node location to the graph, was chosen to be a normal distribution with mean \((0, 0)\), standard deviation \((5, 5)\), and correlation 0, centered around each of the nodes. The parameter \( \gamma \) was arbitrarily chosen to be 0.1, so that cheatgrass is present with a probability of 1 and suitability of 1, then the infection rate onto visitors’ clothing is 10%.

Other parameters were chosen as follows: growth infection rate \( r = 4 \), carrying capacity \( K = 350 \), \( e = 1/180 \) (180 active days in the year, due to winter), \( \sigma = e, \delta = 0.33 \), and the total number of individuals on the graph at any time \( N = 5000 \) (arbitrarily chosen). The model was run until 2008, starting with data from 1999 and assuming a standard normal probability distribution for \( \Pr(Y(x, t) > 0) \) around presence points. The results are shown in Figs. 2 and 3.

As shown in Fig. 2, the graph coupled presence probability model captures all of the 2008 presence locations, with the exception of a couple of points in the lower left and one nearby the park boundary toward the center of the figure. Both these locations illustrate certain limitations to the model. The two points in the lower left lie some distance down a trail (not shown), but not near a trailhead or junction included as a network node. Since the combined model only incorporates human movement via the network in this example, the model did not spread the invader fast enough to reach these points. Human facilitated spread off the network (e.g. by non-vehicular movement down trails) can be incorporated using a spatially dependent dispersal kernel, but given the favorable performance of the model in nearly all other locations, we chose not to pursue such an extension in this study. In the other case, the one missed point near the center lies near the boundary of the park, outside of which no presence information was available. Since the town of Estes Park lies just outside the boundary, which includes populations of cheatgrass, it is reasonable to expect that this missed presence point was due to invasion from outside Rocky Mountain National Park boundaries.

Also of interest: just below the two missed points in the lower left of Fig. 2 there is a small area of presence probability surrounding a graph node connection, but otherwise disconnected from the main mass of species presence. This node was located at a trail junction close to a lake that could possibly see a lot of travel, but because of the low suitability of the area, the invasion has been largely contained. The lack of model propagation at this node demonstrates the ability of the model to respond when, even though a location is connected to the invasion via the transportation network, the heterogeneity of the terrain makes it difficult for the species to persist locally.

Another feature of the model to note is that in one spot, in the top right of Fig. 2, there is a relatively large area of high presence probability but no 2008 presence data. This area was very sparsely sampled in 2008, and while presence was not recorded, one cannot assume from data that the species was entirely absent either. Our model attempts to simulate the spread of potential presence, and not presence in situ. Even within the invasion front, sites will
Fig. 1. Predicted Rocky Mountain National Park cheatgrass presence for 1999 based on data from 1996 (X marks, overwritten with + marks) using (12). Presence data for 1999 is also plotted (pink + marks). Parameters: \( r = 5, w \sim \text{Laplace}(\mu = (0, 0), \sigma = (1, 1), p = 0), K = 323 \). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. Predicted probability of presence for *B. tectorum* in Rocky Mountain National Park, based on 1999 presence data using (11) combined with (12). Pink + marks are 2008 presence data, green circles are node locations, and red X marks are the 1999 initial presence points. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 3. Predicted probability of presence for *B. tectorum* in Rocky Mountain National Park, scaled by suitability. pink + marks are 2008 presence data, green circles are node locations, and red X marks are the 1999 initial presence points. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

4. Discussion

Using the *B. tectorum* invasion of Rocky Mountain National Park as an example, we have introduced with Eqs. (10) and (11) a simple, linear model for invasive spread on a transportation network through the action of carrier vectors. Biological invasions rarely occur without human interaction, and understanding long distance dispersal events is critical for accurately assessing the exposure of remote locations to short-term infection. By using the natural graph structure of a transportation network, we can begin to model the probability of spread to remote locations, informing the steps needed to control the invasion.

In addition to the results shown here, we see relevance of our model on a continental or even global scale, where the transportation network takes the form of commercial shipping routes or airline connections. The modular form of Eqs. (10) and (11) should allow for simple implementation with existing spatial models in both epidemiological and ecological settings. We are extending the model to include control, and with an optimal control available, management can quickly prioritize resources to the affected nodes for possible containment. Similarly, we envision applications on a microbiological scale as well, including applications to cancer tumor growth and possible spread to other organisms.

We have much to learn about modeling invasive organisms in space and time (Ford et al., 2006; Evangelista et al., 2008; Gallien et al., 2010; Balcan et al., 2010; Bromberg et al., 2011). Many complicated factors regarding long-range dispersal must be incorporated into such models (Cain et al., 2000; Carlo et al., 2013; Strickland et al., 2013). Future patterns of land use change (Higgins et al., 2003), fragmentation, and responses from fires (Monty et al., 2013) and insect outbreaks and other disturbances may accelerate the invasion of cheatgrass reported here. Much like Lookingbill et al. (2010), we see network theory as a way to accommodate complex patterns of invasion. Network approaches, when combined with species distribution models (e.g., Smolik et al. (2010)) may be particularly useful in predicting invasions.
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Appendix A. Asymptotic behavior of trajectories

We showed in Section 2.2 that the graph underlying the system (6) is strongly connected. In this appendix, we use this observation to prove the result quoted in Section 2.2 on the asymptotic behavior of trajectories of the system (6).

**Lemma 1.** Let \( G \) be a matrix of transition rates for a strongly connected, directed graph, so that \( g_{ij} \geq 0 \) when \( i \neq j \) and

\[
g_{ij} = -\sum_{i \neq j} g_{ij} < 0.
\]

Then the spectrum of \( G \) is equal to \( \{0, \lambda_1, \ldots, \lambda_{\dim(G)} \} \) where \( \lambda_1 < 0 \).

**Proof.** We will proceed by applying the Perron–Frobenius theorem to a linear transformation of \( G \), and then interpreting the result for our original matrix. Let \( 0 < \varepsilon < 1/\max(|g_{ij}|) \), and define a matrix \( P_\varepsilon = \varepsilon G + I \). Then \( P_\varepsilon \) is a column stochastic matrix — e.g., all elements of \( P_\varepsilon \) are between 0 and 1 and the columns of \( P_\varepsilon \) each sum to 1. This fact implies that the largest eigenvalue of \( P_\varepsilon \) is 1, and that this is also the spectral radius. Furthermore, since the graph associated with \( G \) is strongly connected and the positive elements of \( P_\varepsilon \) correspond to the nonzero elements of \( G \), \( P_\varepsilon \) is also associated with the strongly connected directed graph, but in the discrete-time sense (more precisely, \( P_\varepsilon \) is the transition matrix of a strongly connected, discrete-time Markov chain). Thus \( P_\varepsilon \) is an irreducible matrix, and since it is also non-negative, by the Perron–Frobenius theorem we can conclude that the maximal eigenvalue of \( P_\varepsilon \) is 1 is unique. Now, since \( \varepsilon G = P_\varepsilon - I \), it follows that \( \varepsilon \) has a unique largest eigenvalue of 0, and therefore so does \( G \). \( \square \)

**Theorem 1.** Let the matrix \( A \) be defined as in Eq. (7) from a strongly connected graph and let \( \beta \) be constant in time. Then \( A \) has a one-dimensional kernel with all other eigenvalues negative. The asymptotic behavior of any trajectory of the system (6) with initial condition \( (s_0, c_0) \) is that it approaches a stable equilibrium \((s^*, c^*)\) such that \( \sum s^* + \sum c^* = \sum s_0 + \sum c_0 \).

**Proof.** Suppose that at least one \( \beta_i > 0 \). Then by construction of A and our previous observation concerning strongly connected graphs for \( s \) and \( c \), \( A \) is a matrix of transition rates for a strongly connected, directed graph that satisfies the requirements of Lemma 1. Thus \( A \) has a one-dimensional kernel with all other eigenvalues negative.

Writing out \( A \) as

\[
A = \begin{pmatrix} G - \text{diag}(\mu) + v \mu^T & v \mu^T \\ \text{diag}(\beta) & G - \text{diag}(\mu) \end{pmatrix},
\]

we note that the column sums of \( G \) equal 0, and since \( \sum \beta_i = 1 \), the column sums of \( v \mu^T \) equal \( \mu \). Thus the column sums of \( A \) are zero, which implies balance in the system of differential equations (6) and therefore conservation for the sum of the elements of \( s \) and \( c \) for all time \( t \). Thus the solution of the initial value problem approaches the kernel of \( A \) at a unique point, where the element sum of an eigenvector associated with the zero eigenvalue is equal to the sum over all the elements of \( (s_0, c_0) \). Since all other modes have negative eigenvalues, they will decay, and the solution will asymptotically approach a stable equilibrium.

Now suppose instead that \( \beta \) is equal to the zero vector. Then \( A \) can be written as a block upper triangular matrix

\[
A = \begin{pmatrix} H & v \mu^T \\ 0 & G - \text{diag}(\mu) \end{pmatrix}, \quad \text{where } H = G - \text{diag}(\mu) + v \mu^T.
\]

Recall that \( G \) is the transition matrix for a continuous-time Markov process on a strongly connected graph. By Lemma 1, \( G \) has a unique largest eigenvalue of 0.

Assume first that \( \mu \) is the zero vector. Then \( A \) is in fact block diagonal, and represents two completely uncoupled, continuous-time graph processes, both with associated transition matrix \( G \). Since the column vectors of \( G \) all sum to zero, the differential equation system (6) is balanced and the sum of its solution vector is conserved. Along with the system decoupling, this implies that both \( s \) and \( c \) separately have families of unique, stable steady states, and thus the combined system has one unique, stable steady state for \((s, c)\) with initial condition \((s_0, c_0)\).

Now assume that \( \mu \) has at least one positive entry. Since \( A \) is block upper triangular, the equation for \( dc/dt \) lacks a coupling term,

\[
\frac{dc}{dt} = (G - \text{diag}(\mu))c.
\]

We claim that the kernel of \((G - \text{diag}(\mu))\) is trivial. To prove this assertion, we first note that the eigenvalues of both \( G \) and \(-\text{diag}(\mu)\) are non-positive, since \( G \) has a unique maximal eigenvalue of 0 and \( \mu \) is always non-negative. Thus, for any vector \( v \in \ker(G - \text{diag}(\mu)) \), \( v \in \ker(G) \) and \( v \in \ker(\text{diag}(\mu)) \). Suppose that \( v \in \ker(\text{diag}(\mu)) \). Since \( \text{diag}(\mu) \) is a diagonal matrix with at least one positive entry, \( v \) must have at least one zero element, specifically in the row \( k \) corresponding to \( \mu_k \neq 0 \). Now suppose that \( v \) has at least one non-zero element as well.

By construction of \( G \), including Eq. (2) for the time evolution of probabilities through a Markov process on a graph, it is easy to see through Lemma 1 that if \( v \in \ker(G) \), either \( v_i \geq 0 \) for all \( i \), or \( v_i \leq 0 \) for all \( i \). Since \( g_{ij} \geq 0 \) whenever \( i \neq j \), \( g_{ii} < 0 \), and at least two entries of any row are nonzero, it follows that in any row \( k \) of \( G \) such that \( v_k = 0 \), there must be nonzero entries only in columns \( j \) such that \( v_j = 0 \) as well, because all other entries have the same sign. Since \( G \) is a matrix of rates on a directed graph, this fact implies that the associated nodes \( j \) are only connected to each other. In the case that \( v \) has at least one nonzero element, this observation contradicts the assumption that the graph represented by \( G \) is strongly connected. Thus \( v \) must be the zero vector, and we have proven our claim.

With this result, we can now conclude that \( c \) has a single, stable steady state \( c = 0 \). We now need only to examine the behavior of \( s \) at this steady state. When \( c = 0 \), we have

\[
\frac{ds}{dt} = Hs
\]

and since the graph representation of \( H \) is equivalent to that of \( G \) up to a change of variables, we can apply Lemma 1 to show that \( H \) has a unique largest eigenvalue of 0. Since the sum of the elements in \( s \) and \( c \) are conserved, and \( c = 0 \) at the steady state, the kernel of \( H \) intersects the solution space of \( s \) exactly at the point where the element sum of \( s \) is equal to the combined sum of the elements of \( s_0 \) and \( c_0 \). Thus \((s, c)\) has exactly one stable steady state solution, which concludes the proof of the theorem. \( \square \)
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